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Example: Documents

c1: Human machine interface for ABC computer applications

c2: A survey of user opinion of computer system response time

c3: The EPS user interface management system

c4: System and human system engineering testing of EPS

c5: Relation of user perceived response time to error measurement

m1: The generation of random, binary, ordered trees

m2: The intersection graph of paths in trees

m3: Graph minors IV: Widths of trees and well-quasi-ordering
m4: Graph minors: A survey

From http://lIsa.colorado.edu/papers/dp1.LSAintro.pdf
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Example: Term-Doc Matrix

D

cl c2 c3 c4 ¢c5 ml m2 m3 m4

human ©
interface
computer 2
user
system 4
\l response
times
EPS
survey s
trees
graphio
minors
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Problems with Sparse Vectors

c2: A survey of user opinion of computer system response time
- S— NAT

cl: Human machine interface

for ABC computer applications
\AANANAN

m4: Graph minors: A survey
" —
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Example: Distance Matrix

cl c2 c3 c4 ¢c5 ml m2 m3 m4
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40.60

40.45
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Example: Decomposition, k=2

\Va

W

hcl c2 c3 c4 ¢c5 ml m2 m3 m4

human ©
interface 0.75
computer 2 0.50
user .
system 4 In
response J0.00
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trees -0.75 T \V\
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graphiot
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New Document Vectors
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Example: Reconstruction
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Example: Distance Matrix

d\ §‘(<X} ,Y'D 0\1336 ( )((/\'c ) %O
>

1.20

0.90

1.05

0.75
40.90

40.60

40.75

40.45 40.60

0.45
0.30

0.30

0.15
0.15

0.00 0.00

CS 295: STATISTICAL NLP (WINTER 2017) 13




Outline

Latent Semantic Analysis

Vector Models for Words

Reducing the Dimensions

Direct Embeddings

CS 295: STATISTICAL NLP (WINTER 2017) 14




Let’s look at words

A bottle of tezguino is on the table.
Everybody likes tezguino.

Tezguino makes you drunk.

We make tezguino out of corn.

What does tezguino mean?

Loud, motor oil, tortillas, choices, wine
—

You shall know a word by the company keeps.
(Firth, 1957)
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Term-Context Matrix

Cl C2 C3 C4

tezguino A
C1: A bottle of is on the table. oud &« O o O
C2: Everybody likes otor o o
C3: makes you drunk. | © o
C4: We make out of corn. tortillas O O |
choices o | | o
wine l \ ‘ D
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What is a “Context”?

A bottle of tezguino is on the table.

Can be anything you want! Tezguino makes you drunk.

* Entire contents of the sentence i.iﬁad a fancy bottle of wine and
* One word before and after got drunk last night!

e Words in the same sentence . . .
The terrible wine is on the table.

* Document it appearsin
* Many other variations...
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What is a “Context”?

C ‘A bottle of tezguino is on the table.

Can be anything you want! CTezguino makes you drunk.

* Entire contents of the sentence
* Unlikely to occur again!

 One word before and after

 Words in the same sentence

* Document ID it appears in

 Many other variations...

(31 had a fancy bottle of wine and
got drunk last night!
the terrible wine is on the table.

Cl C2 C3 C4

tezguino | ( o ©

wine o O | |
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What is a “Context”?

A bottle of tezguino is on the table.

Can be anything you want! Tezguino makes you drunk.

* Entire contents of the sentence

 One word before and after
 Or n-words

 Words in the same sentence

* Document it appears in

 Many other variations...

| had a fancy bottle of wine and
got drunk last night!
The terrible wine is on the table.

on
bottle-of is-g¥ makes-you and-got the-terrible 45s8m
tezguino ( | { 0, o
wine l ‘ @, | \
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What is a “Context”?

A bottle of tezguino is on the table.

Can be anything you want! Tezguino makes you drunk.

* Entire contents of the sentence
* One word before and after
 Words in the same sentence

e Filter: nouns and verbs?

* Bag of words in a window
* Document it appears in
 Many other variations...

| had a fancy bottle of wine and
got drunk last night!
The terrible wine is on the table.

bottle table you drunk fancy night terrible

tezguino \ \ \ \ 6 o ©

wine [ NS l | \
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What is a “Context”?

Can be anything you want!

* Entire contents of the sentence
* One word before and after
 Words in the same sentence
* Document it appears in
 Term-document matrix!
e Latent Semantic Analysis
 Many other variations...

V\A bottle of tezguino is on the table.
plezguino makes you drunk.

041 had a fancy bottle of wine and
\ got drunk last night!
“The terrible wine is on the table.

D1 D2 D3 D4

tezguino |\
table [ '
bottle ( (
drunk ‘ ‘
wine o
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Pointwise Mutual Information

» Skewed towards common words/contexts
* Many of them are not informative
* s, the, it, they, ...

* How much more likely is w to occur in ¢, than just randomly?

(robe RN
P (w9 =
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Option 1: Revisiting Clustering

< L= 3

SV




Hierarchical Clustering
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Example

WRIST
ANKLE
SHOULDER
ARM
LEG
HAND

TOOTH

DOG =
E:EEEE:CAT 1
PUPPY ‘
KITTEN m
cow "’,,/" | “
. MOUSE

— TURTLE
L——— OYSTER

LION
BULL

CHICAGO J,‘ 3 S
ATLANTA -
MONTREAL
NASvaLE
CHINA
RUSSIA *
e
J

- EUROPE
AMERICA 1
BRAZIL
MOSCOW
FRANCE
HAWAII ~—
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Brown Clusters for Twitter
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http://www.cs.cmu.edu/~ark/TweetNLP/cluster viewer.html
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Option 2: SVD
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Example Word Projection

lawyer heater media math
iy ames e
critic IS I
govermor —eioe baseball i
. game
victory I tennis L
withdrew defeat sit man happ* .
- o faeniy arraid
embargo fouah , girl o e
treaty ought e Wik children paper
. alth farmage bab
fighting b b mouth ' drink
happiness ear rin
withdrawal — PEace terrorism terror
Israel Mars . ap ey beer | food
planet  giger drunk ) wine
n abused street i i offee
trOOpS Arafat deploy on - wnne el sea water Wy
Palestinian oSHF death teacher
vietim sludenlmm‘ -
oolice Jerusalem flood disability hosghtak
disaster s deprg
b plane accident _ health
feaproiely
flying
fight airport laboratory
evidence ahuse treatment
) susplcious
reservation secret alcohol drug
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Problem with SVD & Clustering

A log le

¢ U)MAC "’90'(
Ve ASNID

yun e

Computational Complexity

« SVD:O(mn3) —

* Clustering: O(knm) per iteration, or O(n3)
* But, ncan be 100,000!

* Difficult to add new documents or words
e Cannot work with streaming data
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Predict surrounding words

X )yl P(Wuj\\”k)
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Estimating the Word Vectors
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Similar Meaning = Close

Target Word | BOWS5 Bow2 Target Word | BOWS5 Bow2
nightwing superman gainesville fla
aquaman superboy fla alabama

batman catwoman aquaman florida jacksonville gainesville
superman catwoman tampa tallahassee
manhunter batgirl lauderdale texas
dumbledore evernight aspect-oriented aspect-oriented
hallows sunnydale smalltalk event-driven

hogwarts half-blood garderobe object-oriented | event-driven objective-c
malfoy blandings prolog dataflow
snape collinwood domain-specific | 4gl
nondeterministic | non-deterministic singing singing
non-deterministic | finite-state dance dance

turing computability nondeterministic | dancing dances dances
deterministic buchi dancers breakdancing
finite-state primality tap-dancing clowning
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Similar Meaning = Close

The
Sicilian
gelato
was
extremely
rich.

4

Sicilian
S, 'talian

ice-cream
[ ]

gelato/

rich e

velvety

7

The
Italian
ice-cream
\. very was

very
velvety.

extremely

word2vec embedding

https://siddhant7.github.io/Vector-Representation-of-Words/
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Vectors “know” Gender

male : female :: King : gueen
King - male + female gueen
E
man
.'s
o ’~.~‘ woman
king ~“~, ‘
Y
queen

https://siddhant7.github.io/Vector-Representation-of-Words/
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They “know” Tenses!

walking : walked :: swimming : swam

swimming — walking + walked swam

E )
walked
O
B L 4
O . swam
walking ,.
swimming

https://siddhant7.github.io/Vector-Representation-of-Words/
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They “know” Facts!

Country — Capital + Spain Madrid

spa in \
Rome

Germany
=== Berlin
Ankara
Russia
Moscow
Canada Ottawa
- Tokyo
Vietnam Hanoi
China Beijing

https://siddhant7.github.io/Vector-Representation-of-Words/
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Upcoming...

* Homework 1 is up!
Homework * No more material will be covered
* Due: January 26, 2017

* Project pitch is due January 23, 2017!
e Start assembling teams now

* Tons of datasets on the “projects” page on website
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