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Most of the world’s knowledge, be it factual news, scholarly research, social networks, subjective opinions, or even
fictional content, is now easily accessible as digitized text. Unfortunately, due to the unstructured nature of text, much of
the useful content in these documents is hidden. There is a need for novel machine learning approaches that can extract
meaningful, structured knowledge (such as graphs/networks and databases) from text collections. This structured
knowledge facilitates tasks such as question answering (e.g. facts for virtual agents such as Siri), easier organization (e.g.
professional details and networks from public bios), analysis of high-level patterns (e.g. social networks from public
and personal communication), discovering actionable content (e.g. business acquisition information from news), and
supporting decision making (e.g. citation graphs and key results from research papers). This is my over-arching goal:
designing machine learning algorithms to extract structured information from text.

In order to perform information extraction, mentions of the entities of interest (i.e., people, locations, organizations) need
to be identified in the text and disambiguated to real-world entities, followed by recognizing relations between these
entities (such as friendship, birthplace, and employment) that are expressed in the text. These tasks pose a number of
unique challenges for machine learning: (a) since most machine learning techniques require annotated datasets, human
labelers need to read each sentence, annotate it with the entities and relations that appear in the sentence, and construct
a final database of all the extracted facts; a nearly impossible task for any reasonably sized dataset, (b) machine learning
models used in information extraction are large and densely connected due to the need to aggregate evidence across
multiple documents, leading not only to intractable exact inference, but also to inefficient approximations, and (c) these
complex models and approximate inference techniques make it difficult for algorithm designers to identify the cause for
incorrect predictions, making information extraction models indecipherable and difficult to improve.

My particular research focus has been on addressing the following question:
How can I make it easy for users to design and train scalable machine learning algorithms that accurately
extract structured information from large collections of text documents?

There are three important aspects of this goal:

1. Scalability to support not only large datasets, but also deep and expressive models; my contributions have focused
on novel models and algorithms that utilize parallelism and distributed computing to facilitate scalable learning.

2. Interactivity in machine learning to facilitate training with minimal supervision, for which I have introduced
training algorithms to directly inject user intuition into the information extractors.

3. Programmability of machine learning to facilitate quick prototyping, and easy deployment; I investigated compact,
expressive abstractions for many machine learning techniques, and provided efficient black-box implementations.

1 Scalability: Machine Learning for Large-Scale Information Extraction

With the interest in “big data”, new scalable techniques have been proposed to train on massive datasets. Most of
these techniques are concerned with training independent classifiers for which inference is trivial. Unfortunately in
natural language processing, where we represent entities and relations across the whole corpus, the models tend to be
much more connected and complex. These additional dependencies results not only in NP-hard complexity of exact
inference (a crucial inner step in machine learning), but polynomial time even for approximate inference, which we
cannot afford with data size in the millions. To facilitate efficient machine learning for such models on massive datasets,
my doctoral thesis focused on scalable inference algorithms for high-tree width graphical models [Singh, 2014].

Entity Disambiguation and Linking: I have been investigating entity-based information extraction tasks such as
disambiguation and linking, and exploring novel models and distributed computing for efficient approximate inference.
In Singh et al. [2011b], we introduced general purpose distributed sampling for Map-Reduce, and further, proposed
additional higher-level entity clusters to not only obtain accurate disambiguation across 1.5 million mentions (error
reduction of 38% over previous methods), but also enable fruitful data partitions to facilitate efficient inference. To
facilitate large-scale research in entity disambiguation, we released the WikiLinks dataset in collaboration with Google
that spans 40 million mentions of 3 million entities, which is more than a hundred times bigger than the largest dataset
available at the time [Singh et al., 2012b]. I also expanded upon the research ideas; we extended hierarchies of entities to
be arbitrarily deep, resulting in further gains in accuracy while providing more than 30x speedup [Wick et al., 2012],
and proposed stochastic approximations to sampling (which we call “Monte-Carlo” MCMC) in Singh et al. [2012c] that
are more than ten times faster than existing sampling approaches on entity disambiguation.

Joint Modeling: Extracting information from documents is often divided into a number of sub-tasks: typing, dis-
ambiguating, linking, relations, and so on, that are clearly related to each other. Natural modeling of these tasks,
unfortunately, results in large, densely-connected structures for which inference is intractable. Most practitioners
simplify the models by ignoring these dependencies and constraining the flow of information to be pipelined (for
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example predicting types of entities before identifying the relations), making it impossible for downstream tasks to
inform previous ones. I have instead been exploring joint models over multiple tasks, such as entity linking and
disambiguation [Wick et al., 2013], per-document disambiguation, typing, and relations [Singh et al., 2013a], and
cross-corpus segmentation and disambiguation [Singh et al., 2009]. I designed efficient inference techniques for these
models that utilize distributed and parallel computing along with model-specific sparsity approximations [Singh et al.,
2011a, 2013b], obtaining an error reduction of 20−75% over pipeline methods.

Other ML approaches: My recent research has focused on extending scalability to further classes of machine learning
algorithms. In a recent paper, we explored second-order gradient techniques for structured prediction with gradient-
boosted tree potentials [Chen et al., 2015]. I also investigated the capacity of low-dimensional distributed representations
to accurately represent large datasets with complex structures [Bouchard et al., 2015]; a data science application of
these ideas was awarded the grand prize in the Yelp Dataset Challenge [Gupta and Singh, 2015].

2 Interactivity: Injecting Domain Knowledge into Extractors

To extract information from unseen documents, machine learning approaches often require a large number of labeled
data points that have been annotated with the true structures. Such annotations are quite challenging for natural
language processing: the underlying tasks require annotation of complex structures, and often need both linguistic
expertise and domain knowledge, thus making the labeling process expensive and error-prone. Further, labeling data is
also quite wasteful: annotators utilize world knowledge and common sense, and spend significant effort thinking and
reasoning about the appropriate label, yet the resulting label communicates very little of the thought process to the
machine learning approach. The question I am interested in addressing is: How can we inject the annotator’s knowledge
directly into machine learning, in order to utilize the human effort better, and encourage faster learning?

Generalized Expectations: My initial contributions focused on probabilistic graphical models: I explored how
annotator-provided constraints can be incorporated into complex models. In a collaboration with Yahoo!, I worked on a
large-scale corpus of search queries that had to be tagged with the entities contained therein. Since human annotations
for such a massive and varied set of queries is out of the question, we trained a machine learning sequence tagger
without any labeled data, instead relying on existing word lists to provide the appropriate signal [Singh et al., 2010a].
However, existing methods for injecting domain knowledge do not suffice for non-trivial models and large datasets
since they require exact inference. We proposed a ranking-based objective for injecting knowledge that supports
efficient approximate inference [Singh et al., 2010b]. We also introduced an alternative probabilistic formulation that is
computationally efficient by approximating the marginals using sampling [Singh et al., 2012a], and used it to obtain
∼ 90% accuracy using only two simple constraints on a citation disambiguation benchmark.

Relation Extraction: Recently, I have been extending similar ideas to extracting types of relations from text. Obtaining
high-quality labeled data for relation extraction is notoriously difficult due to the massive amounts of data and variety in
text expressions, and hence machine learning approaches rely on noisy labels, leading to imprecise predictions. On the
other hand, relation extraction has historically been associated with user-provided rule-based systems that provide pre-
cise extractions, however provide poor coverage. My research has focused on methods to combine these two paradigms;
we would like to retain the high-precision from the rules, whilst using machine learning algorithms to generalize. We
introduced an approach to embed first-order logic rules into distributed representations using a tensor-based
formulation; this paper received an Exceptional Submission Award [Rocktaschel et al., 2014]. We extended this work
by introducing a generic, model-agnostic formulation, using which we demonstrate that combining rule-based and
machine-learning-based approaches is beneficial for real-world relation extraction [Rocktaschel et al., 2015],
and supports learning of accurate extractors without any labeled data.

3 Programmability: Democratizing ML via Probabilistic Programming

Automatically extracting information from a large corpus is currently quite an involved process: an appropriate model
has to be designed, efficient learning and inference methods have to be selected and implemented for the model,
hyper-parameters have to be tuned, and so on. This iterative process not only requires substantial programming effort
(and an increased chance of bugs), but also an expertise in machine learning, thus excluding a large fraction of the
potential users. As access to data and the need for analysis becomes increasingly commonplace, the next generation of
programming languages need to support the tools for data analysis in the language itself. Probabilistic programming
languages (PPLs) are such higher-level programming languages with operators and constructs that allow users to design
complex machine learning models for their task, and with automatic efficient black-box implementations that can train
and deploy arbitrary models on real data.
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I have worked on probabilistic programming languages that vary considerably in the family of supported models,
programming language paradigms, and expected expertise of the target users. I was a core contributor of Factorie [Mc-
Callum et al., 2009], a PPL that introduces imperative constructs for expressing immensely complex models and
performs incredibly efficient inference, although it requires basic familiarity with machine learning in order to achieve
this. At the other end of the spectrum, I worked on automated construction of the model and generation of inference code
given only the schema of the data, thus not requiring any machine learning expertise, or even the ability to program, from
the user [Singh and Graepel, 2013]. As noted in Gordon et al. [2013], these ideas directly led to Microsoft developing
Tabular, a probabilistic programming toolkit for Excel. In an effort to understand the appropriate level of abstraction
to make machine learning usable, I have recently been working on Wolfe [Riedel et al., 2014, Singh et al., 2015], a
PPL that allows the users to provide a declarative description of machine learning (similar to their mathematical
definition), but performs learning and inference automatically. This abstraction is not only intuitive and precise, but
more importantly, is universal, i.e., existing, and future, machine learning techniques can be expressed in the formalism.

Future Research

My contributions so far are first steps in realizing the goal of easy and accurate information extraction from large corpuses.
As the size of datasets and user base grows, the research agenda I have described above for scalability, interactivity, and
programmability will provide an abundance of immediate and important problems to investigate. Furthermore, I am
also excited about pursuing novel areas of research that are becoming increasingly important as the field matures.

Interpreting and Debugging Machine Learning

Machine learning approaches, when successfully trained, produce incredibly impressive extractions that provide a
convincing illusion of intelligence. However, as is unfortunately the case more often, machine learning algorithms fail
and make errors that are quite obvious and blatant for humans, and further, the approaches are unable to explain why
the errors were made. Users are then resorted to labeling more data in order to fix the errors, an exercise that is both
expensive and error-prone for natural language processing, but further, is a poor utilization of the annotator’s time.

I am interested in moving towards teachable machine learning, where the learning process is more interactive and
dialog-like between the user (teacher) and the machine learning approach (student). Two crucial steps are needed in
order to achieve this interactive exchange of information.

1. We would like to extract the model’s explanations for why an extraction is made, such that the explanations are
easy to understand by the user, faithful to the model, and agnostic to the mechanics of the algorithm being used.

2. Given the explanation for why a prediction is made, the user will provide feedback on the explanation that needs
to be incorporated into the machine learning model.

This interactive exchange of information between users and the model has the potential to make machine learning easy
to train, and thus be quickly deployed for any task of interest.

Beyond Facts: Extraction of Non-Canonical Information from Multi-Modal Data

Even though information extraction has been studied for a long time, and has been successfully deployed in a plethora
of applications, the task definitions have evolved surprisingly little over the years. The output of information extraction
has been primarily constrained to a pre-defined, fixed schema with pairwise relations, and thus is unable to adequately
provide a complete understanding of the text. Similarly, extractions are most commonly restricted to the factual content,
which is a very shallow representation of the text as compared to the rich and deeply intricate knowledge a human
is able to amass when reading. Further, information extraction currently restricts itself exclusively to text, however
relevant information is often spread across audio, videos, and photos.

There are a number of important ways I am interested in to broaden the existing ideas regarding information extraction.

1. Extracting information about entities that are not named entities, for example concepts such as events (Boston
bombing, hurricane, etc.), common nouns (politician, apples, etc.), issues (health insurance, abortion, etc.), and
ideologies (sexism, libertarianism, etc.).

2. Extending the set of relations between entities to capture various subjective relations and sentiments, including
notions of influence, acquaintance, inspiration, mentoring, like/dislike, and so on.

3. Exploring temporal aspects of information extraction that have not received adequate attention, and combining
existing models of time-series with textual extraction systems.

4. Inspired by the recent advances in joint deep models of images and text, investigating similar models of cross-task
distributed representations for information extraction, eventually extending them to audio and video.
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