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Upcoming...

*  Final report due in a week: March 20, 2017
Project .
* Instructions up: ACL style, 5 pages (+references)
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Discourse

Coreference Resolving entities and events.

Coherence What makes the text coherent?

Relations Rhetorical and narrative links between units
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Discourse

Resolving entities and events.

What makes the text coherent?

Rhetorical and narrative links between units
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Coherence

1. Sue hid Lakshmi’s keys. She was drunk.
2. 77 Sue hid Lakshmi’s keys. She likes spinach.
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Coherence

1. Sue hid Lakshmi’s keys. She was drunk.
2. 77 Sue hid Lakshmi’s keys. She likes spinach.

3. Uma offered spinach to anyone who could keep Lakshmi
from driving. Sue hid Lakshmi’s keys. She likes spinach.
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Coherence vs Semantics

A meaningless sentence can be grammatical..

Colorless green ideas sleep furiously

The discourse equivalent of grammaticality is coherence

Can a coherent text be without meaning?
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Example Essay

In today’s society, college is ambiguous. We need it to live, but we
also need it to love. Moreover, without college most of the world’s
learning would be egregious. College, however, has myriad costs. One
of the most important issues facing the world is how to reduce college
costs. Some have argued that college costs are due to the luxuries
students now expect. Others have argued that the costs are a result of
athletics. In reality, high college costs are the result of excessive pay
for teaching assistants.

CS 295: STATISTICAL NLP (WINTER 2017)



Example Essay

The second reason for the five-paragraph theme is that it
makes you focus on a single topic. Some people start
writing on the usual topic, like TV commercials, and they
wind up all over the place, talking about where TV came
from or capitalism or health foods or whatever. But with
only five paragraphs and one topic you’re not tempted to
get beyond your original idea, like commercials are a good
source of information about products. You give your three
examples, and zap! you’re done. This is another way the
five-paragraph theme keeps you from thinking too much.
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Detecting “Coherency”

In today’s society, college is ambiguous. We need it to live, but we
also need it to love. Moreover, without college most of the world’s
learning would be egregious. College, however, has myriad costs. One
of the most important issues facing the world is how to reduce college
costs. Some have argued that college costs are due to the luxuries
students now expect. Others have argued that the costs are a result of
athletics. In reality, high college costs are the result of excessive pay
for teaching assistants.
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Discourse Connectors

In today’s society, college is ambiguous. We need it to live,|but we

also need it to love. [Moreover| without college most of the world’s

learning would be egregious. College, however| has myriad costs. One

of the most important issues facing the world is how to reduce college
costs. Some have argued that college costs are due to the luxuries
students now expect. Others have argued that the costs are a result of

athletics. |In reality| high college costs are the result of excessive pay

for teaching assistants.
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Lexical Chai

NS

In today’s society, |college

is ambiguous. We need it to live, but we

also need it to love. Moreover, without |college [most of the world’s

learning would be egregious. |College,| however, has myriad |costs! One

of the most important issues facing the world is how to reduce|college

costs| Some have argued that|college|costs|are due to the luxuries

students now expect. Others have argued that the|costs [are a result of

athletics. In reality, high

college [costs|are the result of excessive pay

for teaching assistants.
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Discourse Relations

In today’s society, college is ambiguous.

We need it to live,

but we also need it to love.

Moreover, without college most of the world’s learning would be egregious.
College, however, has myriad costs.

One of the most important issues facing the world is how to reduce college costs.
Some have argued that college costs are due to the luxuries students now expect.
Others have argued that the costs are a result of athletics.

In reality, high college costs are the result of excessive pay for teaching assistants

OooNOUEWNE
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Discourse Relations
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Discourse Relations
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Discourse Relations

In today’s society, college is ambiguous.

We need it to live,

but we also need it to love.

Moreover, without college most of the world’s learning would be egregious.
College, however, has myriad costs.

One of the most important issues facing the world is how to reduce college costs.
Some have argued that college costs are due to the luxuries students now expect.
Others have argued that the costs are a result of athletics. ‘*
In reality, high college costs are the result of excessive pay for teaching assistants

OooNOULAWNE
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Coherence Structure

1. In today’s society, college is ambiguous.
2. We need it to live,

3. but we also need it to love.

4. Moreover, without college most of the
world’s learning would be egregious.

5. College, however, has myriad costs.

6. One of the most important issues facing
the world is how to reduce college costs.
7. Some have argued that college costs are
due to the luxuries students now expect.
8. Others have argued that the costs are a
result of athletics.

9. In reality, high college costs are the result
of excessive pay for teaching assistants
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Coherence Structure

Segmentation’

Zoning/Ordering

Centering/Salience
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Coherence Structure

1. In today’s society, college is ambiguous.
2. We need it to live,

3. but we also need it to love.

4. Moreover, without college most of the
world’s learning would be egregious.

Zoning/Ordering
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Coherence Structure

1. In today’s society, college is ambiguous.
2. We need it to live,
<: 3. but we also need it to love.

4. Moreover, without college most of the
world’s learning would be egregious.

Centering/Salience <
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Applications of Coherence

Sentence When generating summaries,
Ordering reorder till sentences are coherent.

Readability

Is a piece of text easily readable?
Assessment
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Discourse

Resolving entities and events.

What makes the text coherent?

Rhetorical and narrative links between units
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Discourse Relations

\
The kite was created in C’hz’?za, about 2,800 years
ago. Later it spread into other Asian countries, 5+
like India, Japan and Korea. However, the kite ¢
only appeared in Europe by about the year 1 600 225
S - §l U(C¢§5\°V\

Si—53 (ontast”

Clouds are heavy. The water in a cloud can have

— 3 - _—
a mass of several million tons.> _ Eypomsw"\

27
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Use in Sentiment Analysis

It could have been a great movie. It could have

W PN BN ERPANDL - BUBTITULADA

TOM CRUMTSSE

been excellent, and to all the people who have |
, , ST SAMURAI
forgotten about the older, greater movies before it, -
will think that as well. It does have beautiful
scenery, some of the best since Lord of the Rings.
The acting is well done, and I really liked the son
of the leader of the Samurai. He was a likeable
chap, and I hated to see him die... But, other than

all that, this movie is nothing more than hidden

rip-offs.
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Outline

Summarization
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Text Summarization

Goal: produce an abridged version of a text that contains information
that is important or relevant to a user.

Summarization Applications
o outlines or abstracts of any document, article, etc
o summaries of email threads
° action items from a meeting
o simplifying text by compressing sentences
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What to summarize?

Single-document summarization

> Given a single document, produce
° abstract

o outline
° headline

Multiple-document summarization
> Given a group of documents, produce a “gist” :

° a series of news stories on the same event
> a set of web pages about some topic or question
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Query-focused vs Generic

Generic summarization:
o Summarize the content of a document

Query-focused summarization:

o summarize a document with respect to an information
need expressed in a user query.

> a kind of complex question answering:

o Answer a question by summarizing a document that has the information to
construct the answer
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Extractive summarization &
Abstractive summarization

Extractive summarization:

o create the summary from phrases or sentences in the
source document(s)

Abstractive summarization:

o express the ideas in the source documents using (at least
in part) different words
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Summarization: Three Stages

1. content selection: choose sentences to extract from the document

2. information ordering: choose an order to place them in the
summary

3. sentence realization: clean up the sentences

Summary
A ecee

Document | o . O. Oo

Py O 0 O L
Sentence
Simplification

OO oOo

Sentence o Sentence
Segmentation O O o O Extraction

—
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Simplifying sentences

Simplest method: parse sentences, use rules to decide which modifiers to prune
(more recently a wide variety of machine-learning methods)

appositives Rajam, 28;-an-artistwho-wastving-atthe-time-in
Phitadelphia, found the inspiration in the back of
city magazines.

attribution clauses Rebels agreed to talks with government officials,
: onatol  Toecdav:
PPs The commercial fishing restrictions in Washington

will not be lifted unless the salmon population
increases [PPte-asustainablenumber]]

initial adverbials “Ferexample”, “Ontheotherhand”, “Asamatter
of-faet”, “Atthispoint”

without named entities

Zajic et al. (2007), Conroy et al. (2006),
Vanderwende et al. (2007)
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ROUGE (Recall Oriented
Understudy for Gisting Evaluation)

Intrinsic metric for automatically evaluating summaries
o Based on BLEU (a metric used for machine translation)

> Not as good as human evaluation (“Did this answer the user’s question?”)
° But much more convenient

Given a document D, and an automatic summary X:
° Have N humans produce a set of reference summaries of D

° Run system, giving automatic summary X
o What percentage of the bigrams from the reference summaries appear in X?

> Y min(count(i, X),count(i,S))
ROUGE =2 = s&{RefSummaries} bigrams i€S

E E count(i,S)

s&{RefSummaries } bigrams i€S
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Word out of Context

A

| love this movie! It's sweet,
but with satirical humor. The
dialogue is great and the
adventure scenes are fun...
It manages to be whimsical
and romantic while laughing
at the conventions of the
fairy tale genre. | would
recommend it to just about
anyone. l've seen it several
times, and I'm always happy
to see it again whenever |
have a friend who hasn't
seen it yet!

fairy aiways loveyo it
it whimsical it
f:n d “seen anyone
eNappy dialogue
adventure "écommend
oSweet of satirical
077 1o movie.
it . but ** romantic |
sever,
again j the humor
the “seen would
to scenes | e manage

fun I and btcl;Stesand
whenever 2 while
have

_convention
wnl'?o e =

bottle of

[
ﬂ k\;\\

tezguino

NS

is on
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Words in Context

P (w l W W, - W ) P (\/0 \—\
- :ﬁ:“(/\)‘\,‘ wl/
:‘j-_— “w;-'ll
/om/
HNM4
HMMs/MEMMs ( stove '4056\$>

(:a“

y;mtma’lzéc'
Scote se49)
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Sentences

| prefer a morning flight. (root)
dob]
S (det)
N (amod)
NP VP J
NG United canceled the morning ﬂlghts to Houston
Pro Verb NP
‘ ’ /\ You can’t blame the program for being unable to identify it.
I prefer Det Nom —_—
a Nom  Noun
Noun  flight

| Uy Erpen (XA Rest (€) = Likes (0,

morning
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Information Extraction

Person

John

was born in

Liverpool

Location

Person

Person

Liverpool

| to|Ju1ia

and

Alfred Lennon

birthplace

John

childOf

Lennon

childOf

Julia
Lennon
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Machine Translation

“Vauquois Triangle® v
Yojlo haré manana, ——
P liwill do it tomorrow! e
interlingua 1 TN P( Ve PRN {NP] .ﬂ.}n% ): 0.8
:________.V!’________,: will do it =

semantics semantics
Yq"ic; -h.a-r .é.'maﬁana English (E) P(E|lo haré)
IR | ill do it 08

_ -------- | e -
phras phrases /

Yo lo haré mafana English (E) P( E | manana )
words words =" | / )i [ tomorrow 0.7

| will do it tomorrow morning 03

SOURCE TARGET
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Other “Applications”

t entails h (t = h) if
humans reading t will infer that h is most likely true

Document - 00%0¢ 009 00,
Sentence 000 o Sentence 00 O °
Segmentation [ §,0 Q0 O Extraction @00 O

Summary

@ A A [ 1Y 1]
Sentence
Simplification

—

President Barack Obama He
antecedent anaphor
- “““ Al Indexing Answer
: '; Passage T
Question :. Retrieval |

T

Processing r—
uery || ___| .| Document _,| Passage | _ Answer
= _l F) oo |~ W) | procesing
N ocs g4
‘el Answer Type //"
Detection h ~~_ -
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Wrapup of the Course

Other “Applications”

t entails h (t = h) if
humans reading t will infer that h is most likely true

Summary

. 0% 00, - esee
Segmentation 0 0 Extauo ® 00 Sentence
Simplification

— T

President Barack Obama He
antecedent anaphor
Passage 1
Question Retrieval

Processing Fg '

Query L Docu ment Passage |, ([ Answer
", Formulation Retrieval Retrieval , ] Processing
\ cs -

Answer Type “_.—’

Detection L =
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And Now !

And Now!

And Now!

And Now!

And Now!

nnnnnnn
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Do research in NLP!
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