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Review of Syntactic Parsing
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Dynamic Programming

T[i,j] = Set of all valid non-terminals for the constituent span (i,j)

A (J_llJ)

Rule: A — word|j]
. '
A should be in T[j-1,]] word[j]
Rule: A —>BC (i,j)

A
Tm] A

If you find a k such that \
Bisin T[i,k], and S
Cisin T[k,j], then A should be in T[i,j] (i,k) (k,j)
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CKY Algorithm

S — NPVP
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NP — TWA | Houston ‘ \

NP — Det Nominal . NJ" < (Nem

Nominal — book | flight | meal | money A\ N

Nominal — Nominal Noun SZ\‘\ )

Nominal — Nominal PP Z

VP — book | include | prefer ep |TP

VP — Verb NP o~ < 1

VP — X2 PP

X2 — Verb NP NY

VP — Verb PP

VP — VP PP ,\@V PropV

PP — Preposition NP
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CKY Algorithm

function CK'Y-PARSE(words, grammar) returns table —\ \

v —forj<from 1 to LENGTH(words) do
for all {A|A — words[j] € grammar} N
table[j— 1, j]<table[j—1,j]UA
for i < from j — 2 downto 0 do 4
for k<—i+1toj—1do
forall {A|A — BC € grammar and B € table[i,k] and C € tablelk, j|}
tableli,j] < tableli,jl U A

(AN

3 |p\\
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CKY Algorithm: Complexity

IN|: Number of non-terminals
|R|: Number of rules

n: Number of tokens in the sentence

() )
O (\K\hg)
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Ambiguity: Which parse?

| shot an elephant in my pajamas.

S

S
/\ /\
NP VP NP Vp
|
/\ |

Pronoun Verb NP
| | Pronoun
N VP PP

I |
shot Det Nominal I P T~
| /\ Verb NP 1n my pajamas
A Nominal PP | T

| /\ shot Det Nomainal

Noun ' : | |
| In my pajamas . Noun

elephant |
elephant
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Finding the Best Parse Tree

Cats scratch people with cats with claws.

scratch NP ﬁP with N
| — |
‘ ‘ ! ‘ ‘ N p NP claws

|
people with N

\ -
B \ cats  scratch NP pp
| — — S —— —_—
- N I;""""“““‘NP people  with NP PP [ ‘
peent ‘ N p NP with N

. |
cats  with N ‘ ‘ people  with N claws
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Probabilistic CFGs

Same as a regular context-free grammar:
* Terminal, non-terminals, and rules
* Additionally, attach a probability to each rule!

Rule: A —>BC Probability: P(A —>B C | A)

b)

/
vo P
Compute the probability of a parse tree: \ \

p(t)= P (e Ibex) @ (fligvéc| Ny . N e
P(N\)V?\SS e H"Sh Sueks.
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Example of a PCFG

p (pox P VR $)

S b ( does | AUX)
/I\ b (Dt N \NV)
Aux NP VP NP \ V?)
do‘es Dmun Verb/\NP P ( Ve

- B

this f|ight include Det Noun
| |

a meal
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Estimating the probabilities

} o> b appeass

p(xs]) = - -

~oX appent S
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The Parsing Problem

Given sentence x and grammar G,

Is sentence x in the grammar? If so, prove it.
Recognition : : :
& “Proof” is a deduction, valid parse tree.

. Show one or more derivations for x in G.
Parsing

argmax p(t | )
teTe

Even with small grammars, grows exponentially!
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Probabilistic CKY Algorithm

T[i,j,A] = Probability of the best parse with root A for the span (i,j)

LT[O,Y\,SJ
1
Rule: P( A — word]j] ) A (L))
[i-1,j,A] = P(word[j] | A) word(]
Rule: P(A — B () (i,j)
A
Try every position k, and every non-terminal pair: /\
B C
T[i,j,Al = max P(B C| A) T[i,k,B] T[k,j,C | ,
[i,j,A] k (B C| A) T[ik,B] T[k,j,C] (k) (k)

CS 295: STATISTICAL NLP (WINTER 2017) 16




Lexicalized PCFGs

VP \x

N

VP PP\
/\ /\

Verb X NPy 1n my pajamas

|9 Py
shot Det Nommal\
| | elet
an  Noun et
elephant
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Lexicalizing a CFG

S
NP VP
| /\
Pronoun

| Verb NP

we | PN

wash  Determiner Noun

our cats
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Lexicalizing a CFG

S
NP
|
Pronoun
| Verb
we |
wash

VP
NP
Determiner
|
our
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Lexicalizing a CFG

NPye
|

Pronoun,,,

we

Swash

VPwash

Verbyash

wash

N Pcats

Determinergy,

our
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Dependency Parsing

CS 295: STATISTICAL NLP (WINTER 2017)



Dependencies

Represent only the syntactic dependencies...

Swash
N Pwe VPwash
Pronouny,
| Verbwash N I:)cats
we |
wash D 1
etermineroyr | Nouncats
our cats
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Nested Structure = Subtrees

we wash our cats

we wash our cats who stink

m\,mmm

we vigorously wash our cats who stink
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Dependency Labels

Swash
w\"“\\
NPwe VP,ash
| :
Pronoun,,, J °\°)
l Verbwash N I:)cats

we |
wash b

dobj acl:relcl
vep! [PRP$ [ "MO9POSSNKNS /WP NSUbINVgp

PRP Nsubj~
— — N — —— — f%
we wash our cats who stink
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Dependency Labels

Clausal Argument Relations Description

NSUBJ Nominal subject

DOBJ Direct object

I0BJ Indirect object

CCOMP Clausal complement
XCOMP Open clausal complement
Nominal Modifier Relations Description

NMOD Nominal modifier

AMOD Adjectival modifier
NUMMOD Numeric modifier

APPOS Appositional modifier
DET Determiner

CASE Prepositions, postpositions and other case markers
Other Notable Relations Description

CONJ Conjunct

CC Coordinating conjunction
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Dependency Trees

- §‘w\5\¢ —\Aeaa\
- Conwnected
< O\C \jclic

) on‘)cd{ve. \§ nOn-PY6)
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dobj

Projective vs Non-projective

o =R

United canceled the morning flights to Houston

root | { mod ,'
Y

JetBlue canceled our flight this morning which was already late

4
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Evaluating Dependency Parses

SN AN

ROOT She saw the video lecture ROOT She saw the video lecture
o 1 2 3 4 5 o 1 2 3 4 5
Qﬁ“ﬁ_bAs Lol
Gold LAS 7Parsed
1 2 She nsubj 1 2 She nsubj v
2 0 saw root 2 0 saw root v
3 5 the det 3 4 the det ¥
4 5 video nn 4 5 video nsubj
“—5 2 lecture dobj 5 2 lecture ccomp X
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Parsing Algorithms

Graph-based

Slower, exhaustive algorithms

* Trained for greedy search * Dynamic programming, inference

* Features decide what to do next  Features used to score whole trees
e Beam search, i.e. k-best

Transition-based

e Fast, greedy, linear-time

A 3rd-order gr
[
pest " O(n*)
W 2nd-order gr
" W) o
9 O\ O(n®)
© J Ist-order gr
5 greedy tr
2 of o)
n
< O(n) Running time
>
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Transition-based Parsing

Step Stack | Word List Action Relation Added
0 [root] | [book, me, the, morning, flight] SHIFT
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Transition-based Parsing

Step Stack | Word List Action Relation Added
0 [root] | [book, me, the, morning, flight] SHIFT
1 [root, book] | [me, the, morning, flight] SHIFT
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Transition-based Parsing

Step Stack | Word List Action Relation Added
0 [root] | [book, me, the, morning, flight] SHIFT
1 [root, book] | [me, the, morning, flight] SHIFT
2 [root, book, me] | [the, morning, flight] RIGHTARC (book — me)
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Transition-based Parsing

Step Stack | Word List Action Relation Added
0 [root] | [book, me, the, morning, flight] SHIFT
1 [root, book] | [me, the, morning, flight] SHIFT
2 [root, book, me] | [the, morning, flight] RIGHTARC (book — me)
3 [root, book] | [the, morning, flight] SHIFT
4 [root, book, the] | [morning, flight] SHIFT
5 [root, book, the, morning] | [flight] SHIFT
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Transition-based Parsing

Step Stack | Word List Action Relation Added

0 [root] | [book, me, the, morning, flight] SHIFT

1 [root, book] | [me, the, morning, flight] SHIFT

2 [root, book, me] | [the, morning, flight] RIGHTARC (book — me)

3 [root, book] | [the, morning, flight] SHIFT

4 [root, book, the] | [morning, flight] SHIFT

5 [root, book, the, morning] | [flight] SHIFT

6 | [root, book, the, morning, flight] | [] LEFTARC | (morning < flight)
7 [root, book, the, flight] | [] LEFTARC (the < flight)
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Transition-based Parsing

Step Stack | Word List Action Relation Added
0 [root] | [book, me, the, morning, flight] SHIFT
1 [root, book] | [me, the, morning, flight] SHIFT
2 [root, book, me] | [the, morning, flight] RIGHTARC (book — me)
3 [root, book] | [the, morning, flight] SHIFT
4 [root, book, the] | [morning, flight] SHIFT
5 [root, book, the, morning] | [flight] SHIFT
6 [root, book, the, morning, flight] | [] LEFTARC | (morning < flight)
7 [root, book, the, flight] | [] LEFTARC (the < flight)
8 [root, book, flight] | [] RIGHTARC (book — flight)
9 [root, book] | [] RIGHTARC (root — book)
10 [root] | [] Done
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Graph-based Parsing
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Eisner Algorithm

Eisner algorithm ROOT  John saw Mary
[Eisner 1996] I\ /H\ \ / [\
0 0f|o0
30 s(saw — Mary) = 30
Chart items either: Q
1) Create a new dependency
2) Absorb left/right subtree : s(saw — John) = 30

Each chart item store two indexes: m m
1) left boundary —

2) right boundary )

30+10=40

/—\ .7 s(root— saw) =10
: .

2

All operations require
3 indexes: O(n®)

40+30=70

ROOT  John saw Mary
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Upcoming...

Homework

Project

NI ERES

Homework 2 is due on Monday
Grades for Homework 1 will be released today.

Status report due in ~2 weeks: February 21, 2017
Instructions coming soon
Only 5 pages

Paper summaries: February 17, February 28, March 14
Only 1 page each
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